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Task: Temporal Sentence Localization

Inputs: Video + Sentence query
Outputs: Target video clip (start and end timestamps)

A man puts on gloves and then clean the snow

Video:

Query:

5.5s 15.1sOutput

Puts on
Gloves

Query:
5.5s 9.8s

5.5s 18.3s

Output

Output

Phrase-level Query: 
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Observations: Existing work can not deal with the phrase-level query well
Problems:
• Insufficient understandings of relationship between simple visual and language concepts
• Questioned model interpretability and robustness

Motivation
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Difficulty: No phrase-level annotation
Solution: Phrase-level Temporal Relationship Mining (TRM)
• Consider phrase-level prediction
• Mining temporal relationship between phrase and sentence level prediction
• Two principles: Consistency & Exclusiveness

Motivation
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Overall Framework
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• Visual encoder: C3D1 or VGG2

• Generate 2D feature map by Conv:  
𝐹𝐹𝑖𝑖𝑖𝑖𝑉𝑉: video candidate starting from the i-
th clip and ending with the j-th clip

Visual Feature Extraction

Aims: Extract video features and generating 2D proposal feature map

1. 2D Temporal Feature Map Encoder

1Tran, et al. Learning Spatiotemporal Features with 3D Convolutional Networks. ICCV, 2015.
2Simonyan, et al. Very Deep Convolutional Networks for Large-Scale Image Recognition. ICLR, 2015

6



2. Phrase Extraction and Query Encoder

Query Encoder
• Text encoder: DistilBERT2

sentence features: 𝑓𝑓𝑆𝑆 ∈ ℝ𝑑𝑑

phrase features: 𝑓𝑓𝑃𝑃 ∈ ℝ𝑁𝑁𝑝𝑝×𝑑𝑑

• Predict phrase weights by Attention
𝛼𝛼 ∈ ℝ𝑁𝑁𝑝𝑝: importance of each phrase

Phrase Extraction
• From pretrained SRLBERT1

𝑁𝑁𝑝𝑝 phrases: [𝑝𝑝1,𝑝𝑝2, … , 𝑝𝑝𝑁𝑁𝑝𝑝]

Aims: Extract fine-grained phrases and extract text features

1Shi, et al. Simple bert models for relation extraction and semantic role labeling. arXiv, 2019.
2Sanh, et al. DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter. arXiv, 2019 7



3.1 Similarity Learning

Score Map Generation
• Calculate cosine similarity

Sentence score map: 𝑆𝑆𝑠𝑠 = 𝐹𝐹𝑉𝑉𝑉𝑉𝑓𝑓𝑠𝑠
Phrase Score map: 𝑆𝑆𝑖𝑖

𝑝𝑝 = 𝐹𝐹𝑉𝑉𝑉𝑉𝑓𝑓𝑖𝑖
𝑝𝑝

Aims: Learn semantic relevance of sentence/phrase with each proposal

Temporal Relation Mining
• Improve the quality of phrase score map
• Consistency & Exclusiveness
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3.2 Temporal Relation Mining
Consistency
• Paired sentence-video: phrase-level prediction should share a period with the annotated 

sentence-level ground truth.
• Unpaired sentence-video: at least one phrase-level prediction does not share a period 

with the annotated ground truth.
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3.3 Temporal Relation Mining

Exclusiveness
• Each frame outside the ground truth is not contained in at least one phrase-level 

prediction
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3.4 Similarity Learning

Aims: Learn semantic relevance of sentence/phrase with each proposal

Sentence Score Map Refinement
• phrase-level score maps provide fine-

grained information for sentence

Sentence-level Contrastive Learning
• Use contrastive learning to provide more 

supervised signals
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Datasets
• ActivityNet Captions
• Charades-STA 

Metrics
• Recall, IoU=m
• mIoU 

Experiments

Evaluation for phrase
• Verb annotation from Temporal 

Action Localization task 
• Action names as phrase queries
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Results
• Best performance on phrase prediction
• Phrase information can help sentence prediction

Charades-STA

*Experiments on ActivityNet Captions dataset can be found in the paper
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Results
• Best performance on all test splits
• Better generalization

Compositional Generalization
ActivityNet-CG1 dataset
• Novel-Composition: unseen combination of seen phrases
• Novel-Word: unseen word

1Li, et al. Compositional Temporal Grounding with Structured Variational Cross-Graph Correspondence Learning. CVPR, 2022.
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Results
• Introducing phrase without mining relationship has limited improvement
• Consistency loss can greatly improve the performance
• Training with only exclusiveness loss has a negative impact
• Consistency loss and exclusiveness loss together can further improve the 

performance of both sentences and phrase

Ablations on Charades-STA
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Observation
• Understands phrases: ‘drinking’, ‘some coffee’, and ‘walk
• Satisfy constraints of consistency and exclusiveness. 

Qualitative Results on Charades-STA
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Phrase-level Temporal Relationship Mining (TRM)
• Consider phrase-level prediction in training without phrase-level annotation
• Propose the consistency and exclusiveness constraints

• Performance improved on both phrase and sentence prediction
• Better interpretability, and generalization performance

Conclusion
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Thank you!
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