
Experiments

Phrase-level Temporal Relationship Mining for Temporal Sentence Localization

 Task: Temporal sentence grounding
• Inputs: Video + Sentence query
• Outputs: Target video clip (start and end timestamps)

 Observations:  Existing work can not deal with the phrase-level
 Problems:

• Insufficient understandings of relationship between simple 
visual and language concepts

• Questioned model interpretability and robustness

 Difficulty: No phrase-level annotation
 Solution: Phrase-level Temporal Relationship Mining (TRM)

• Consider phrase-level prediction
• Mining temporal relationship between phrase and sentence
• Two principles: Consistency & Exclusiveness

 2D Temporal Feature Map Encoder
• Generate 2D visual feature map 𝐹𝐹𝑖𝑖𝑖𝑖𝑉𝑉

 Phrase Extraction and Query Encoder
• Extract phrase form pretrained SRLBERT
• Encode sentence feature 𝑓𝑓𝑆𝑆 and phrase feature 𝑓𝑓𝑃𝑃

 Similarity Learning
• Calculate sentence score map 𝑆𝑆𝑠𝑠 = 𝐹𝐹𝑉𝑉𝑉𝑉𝑓𝑓𝑠𝑠 and phrase score map 𝑆𝑆𝑖𝑖

𝑝𝑝 = 𝐹𝐹𝑉𝑉𝑉𝑉𝑓𝑓𝑖𝑖
𝑝𝑝

• Consistency: Phrase-level prediction should share a period with the 
annotated sentence-level ground truth

• Exclusiveness: Each frame outside the ground truth is not contained in at 
least one phrase-level prediction

• Sentence Score Map Refinement: phrase-level score maps provide fine-
grained information for sentence

𝑆𝑆 = 𝑆𝑆𝑠𝑠 + ∑𝛼𝛼𝑖𝑖𝑆𝑆𝑖𝑖
𝑝𝑝
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