


Task

Zero-shot Temporal Sentence Localization
• Inputs: Video + Sentence query

• Outputs: Target video clip (start and end timestamps)

• Zero-shot Setting: No manual annotation required
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A man puts on gloves and then clean the snow

Video:

Query:

5.5s 15.1sOutput Unavailable



Existing zero-shot methods:
• Generating pseudo-events and pseudo-queries
• Training with pseudo-event and pseudo-query
Drawbacks:
• 1. Pseudo queries are too simple
• 2. Unalignment between pseudo-events and pseudo-queries
• 3. Ignoring the noise in the pseudo labels

Motivation
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Our Structured Pseudo-Label (SPL) generation:
• Generate free-form pseudo-queries using image description models
• Generate pseudo-events based on the event temporal structure

• the video inside the event has a high correlation with the query
• the video outside the event has a low correlation with the query

• Reduce noise during training
• Sample re-weight and label refinement

Method
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• Densely sample video frames
• Generate pseudo queries from video 

frames using pretrained BLIP1 model

Aims: Generate free-form pseudo-queries

1. Pseudo Query Generation
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1Li, Junnan, et al. "Blip: Bootstrapping language-image pre-training 
for unified vision-language understanding and generation." 
International Conference on Machine Learning. ICML, 2022.



• Calculate similarity 𝑆𝑆 between pseudo-query and video frames

• Event quality: 𝑄𝑄𝑖𝑖𝑖𝑖 = 1
𝑁𝑁𝑝𝑝𝑘𝑘

∑𝑗𝑗∈𝑝𝑝𝑘𝑘 𝑆𝑆𝑖𝑖𝑗𝑗 −
1

𝑁𝑁−𝑁𝑁𝑝𝑝𝑘𝑘
∑𝑗𝑗∉𝑝𝑝𝑘𝑘 𝑆𝑆𝑖𝑖𝑗𝑗

• Choose the event proposal with highest quality

Aims: Generate pseudo-events based on event temporal structure
• Videos within events have high relevance to queries
• Videos outside events have low relevance to queries

2. Pseudo Event Generation 
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• Filter out low-quality pseudo-query event pairs
• Keep top 𝐾𝐾 pseudo-query-event pairs with high event quality

• Use non-maximum suppression to eliminate pseudo-query-event pairs with high event overlap.

2. Pseudo Event Generation 
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• Sample re-weight: Estimate noise based on the confidence score 𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and the IoU
𝑠𝑠𝑖𝑖𝑐𝑐𝑖𝑖 of predictions and pseudo-label and weight the sample loss

• Label refinement: If the model's prediction confidence is high, consider the 
prediction as a new pseudo-label.

3. Training with Noisy Pseudo Labels

Aims: Train model using pseudo-labels and reduce noise in the pseudo-labels
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Datasets
• ActivityNet Captions
• Charades-STA 

Metrics
• R@m
• mIoU

Experiments

9



Results
• Best zero-shot performance  on most metrics

Comparing with SOTA

10more experiments and ablation studies can be found in paper



• Propose a zero-shot video sentence localization method based on structured
pseudo-label generation that is robust to noise

• Generate free-form pseudo-queries and generate pseudo-events based on event 
temporal structure.

• Reduce the influence of noise in pseudo-labels by sample reweight and label 
refinement

• Best zero-shot performance  on two datasets

Conclusion
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Thank you!
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Code
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