
Task: Zero-shot Temporal Sentence Localization
• Inputs: Video + Sentence query
• Outputs: Target video clip (start and end timestamps)
• Zero-shot Setting: No manual annotation required
 Existing methods:
• Generating pseudo-events and pseudo-queries
– Pseudo queries are too simple
– Unalignment between pseudo-events and pseudo-queries

• Training with pseudo-event and pseudo-query
– Ignoring the noise in the pseudo labels
Ours method:
• Generating free-form pseudo-queries
• Generate pseudo-events based on the event temporal structure
• Reduce noise during training

Introduction

Pseudo Query Generation
• Generate free-form pseudo-queries using pretrained image caption model
 Pseudo Event Generation
• Generate pseudo-event by event temporal structure
– Videos within events have high relevance to queries
– Videos outside events have low relevance to queries

• Calculate similarity S between pseudo-query and video frames

• Event quality: 𝑄𝑄𝑖𝑖𝑖𝑖 = 1
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• Choose the event proposal with highest quality
 Label Filtering
• Filter out low-quality pseudo-query event pairs.
• Use non-maximum suppression to eliminate pseudo-query-event 

pairs with high event overlap.
 Training with Noisy Pseudo Labels
• Train model using pseudo-labels and reduce noise in the pseudo-

labels
• Sample re-weight: Estimate noise and re-weight sample loss 
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• Label refinement: If the model's prediction confidence is high, 
update the pseudo-label with the prediction.

Method

Experiments
Comparing with SOTA
• Best zero-shot performance  on most metrics

Ablation Studies
• Better pseudo-queries and pseudo-events
• Reducing label noise improves the performance

Conclusion

Propose a zero-shot video sentence localization method based 

on structured pseudo-label generation that is robust to noise

Generate free-form pseudo-queries and generate pseudo-

events based on event temporal structure

Reduce the influence of noise in pseudo-labels by sample 

reweight and label refinement

Best zero-shot performance  on two datasets
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